Joint inference of misaligned irregular time series with application to Greenland ice core data
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Abstract. Ice cores provide insight into the past climate over many millennia. Due to ice compaction, the raw data for any single core are irregular in time. Multiple cores have different irregularities; and when considered together, they are misaligned in time. After processing, such data are made available to researchers as regular time series: a data product. Typically, these cores are independently processed. This paper considers a fast Bayesian method for the joint processing of multiple irregular series. This is shown to be more efficient than the independent alternative. Furthermore, our explicit framework permits a reliable modelling of the impact of the multiple sources of uncertainty. The methodology is illustrated with the analysis of a pair of ice cores. Our data products, in the form of posterior marginals or joint distributions on an arbitrary temporal grid, are finite Gaussian mixtures. We can also produce process histories to study non-linear functionals of interest. More generally, the concept of joint analysis via hierarchical Gaussian process models can be widely extended, as the models used can be viewed within the larger context of continuous space–time processes.

1 Introduction

Ice cores play an important role in revealing Earth’s climate history via the analysis of their chemical composition. Data from ice cores are available in two forms: "raw" (typically irregular in time) and “data products” (typically regularly spaced in time, i.e. “gridded”). Often the latter are used as input for climate models to analyse past climate change. Alternatively, being gridded, researchers can simply combine one series with other data series, similarly gridded, representing other aspects of climate. Such data products are pre-processed from raw data using a variety of techniques: from simple running averages (Stuiver and Grootes, 2000; Thomas et al., 2007) to complex parametric smoothing (Peavoy and Franzke, 2010; Nieto-Barajas and Sinha, 2014). These imputation techniques, broadly interpolators or smoothers, are typically applied to one core at a time.

This paper proposes a joint statistical model for processing multiple raw ice core data sets. Like others in the wider field of palaeoclimate reconstruction (e.g. Haslett et al., 2006; Tingley et al., 2012), our procedure is based on hierarchical Gaussian processes approached through Bayesian inference. Our primary goal is to demonstrate the use of Bayesian inference to efficiently take into account multiple sources of information. A secondary goal is to encourage the use of Monte Carlo samples from joint Bayesian posterior distributions as a rich type of data product. Appropriately combining many sources of information should yield reduced uncertainties in cases where there is between-core correlation in the data. The combination should yield increased uncertainty in cases where information sources diverge. If such behaviour in the different sources is captured in the model structure, then we believe that combining them together will yield better estimates of uncertainty.

A pair of ice cores drilled in Greenland are used to illustrate our framework. As pointed out, for instance, by Stuiver and Grootes (2000), measurements from these cores contain negligible dating errors, particularly for the period of relatively stable climate approximately between 0 and 11 000 calendar years Before Present (k cal yr BP, where Present is 1950) as considered in this paper. We refer the interested
reader to the recent work of Parnell et al. (2015), who attempt to address temporal uncertainty in radiocarbon dated lake sediments. In this initial presentation of the methodology we do not provide treatment of this issue. Notwithstanding, a considerable challenge in an analysis of multiple ice core data sets is temporal misalignment, due to different irregularities across the cores.

Whilst our motivating example stems from climate research, multivariate data with different temporal irregularities are a common feature in many contemporary applications. For example, the ability to combine outputs at different levels of accuracy is crucial to the understanding of processes being studied through potentially expensive computer experimentation. A useful approach in such applications is to combine results from many cheap but low-resolution experiments with those from a few expensive but high-resolution experiments, by linking the data via different layers of modelling (Qian and Wu, 2008). In medical applications, one recommendation to overcome issues with misalignment is to align the times before further modelling (Cismondi et al., 2013). For more examples of misaligned time series and associated methods, see Cismondi et al. (2011) and Eckner (2012), and the references therein.

From a theoretical perspective, we view misaligned time series as a special case of spatial misalignment in spatial statistics (e.g. Gelfand et al., 2001; Wikle and Berliner, 2005). Our methodological proposal follows the “change of support problem” for data that are indexed in both space and time. This involves studying the statistical properties of a stochastic process at “supports” that are different to those associated with data. In this context, the location of an ice core is defined in space, and “support” refers to a duration of time over which a measurement is recorded. Technically, the volume of a section of an ice core provides support for a data point. However, as the thickness in all sections is identical, comparison of supports is simpler via physical lengths (e.g. 55 cm) rather than volumes. A length of a core section directly maps to a varying period of elapsed time. Hereafter, we use “support” to refer to the period of time which is represented by a single data point. In this paper, we focus on the case where the supports of observations are the same within one series but different across series, and inferences of underlying processes are at arbitrary time points, typically on a regular grid.

We introduce and discuss the raw data and their associated uncertainties in Sect. 2. In Sect. 3 we describe our hierarchical stochastic process model, and discuss an efficient procedure for inference of underlying latent processes. We report and discuss some results in Sect. 4. One of the advantages of our approach is that researchers can use simulations from a joint posterior distribution to study non-linear functionals of partially observed processes. As typically published, classical interpolants and smoothers do not facilitate such studies, for they do not typically make available the joint uncertainty associated with the product, a point made pithily by McShane and Wyner (2011) in their critical study of surface temperature reconstructions of the last millennium. Details of the so-called “8.2 ka event” (e.g. Thomas et al., 2007), an abrupt climate change period, provide specific examples. For instance, what precision do data permit in the timing of this event? We demonstrate that imputation samples from posterior distributions of our model are useful for answering this question. Finally, the paper ends with Sect. 5, where we conclude and offer our perspectives on possible directions of further work. The data, code and analysis are available online (http://www.scss.tcd.ie/~tdoan/research.html).

2 Greenland ice core data

Palaeoclimate archives such as tree rings, laminated lake sediments and ice cores are often used as a guide to past climatic conditions (e.g. Li et al., 2010; Tingley et al., 2012). This paper focuses on the stable isotope ratios of oxygen (expressed as δ18O) in ice cores that are linked to past temperature. The process by which an ice core represents temperature is based on the ease with which two particular types of isotopes in water evaporate from the ocean and condense as snow. We refer interested readers to Jouzel et al. (1997) for a more detailed account of this connection.

We obtain data from the National Climatic Data Center (http://www1.ncdc.noaa.gov/pub/data/paleo/icecore/greenland/). In particular, we use the data sets from the United States’ Greenland Ice Sheet Project II (Stuiver, 1999, GISP2) and Europe’s Greenland Ice Core Project (Johnsen, 1999, GRIP). These are the results from drilling through the Greenland Ice Sheet to recover ice records over 3 km deep. Whilst these data sets are presented in several versions, we use a raw version in which the cores were cut into sections of equal lengths; 55 and 200 cm for GRIP and GISP2 respectively. The δ18O measurements are recorded as a function of depth. For the Holocene period considered in this work, depth is transformed to age by counting annual layers in chemicals that show a seasonal cycle (Rasmussen et al., 2006). As previously mentioned, this dating method produces minor errors, and we do not consider temporal uncertainty in this paper.

Even though sections within a core are regular in length, their corresponding ages are irregular. Thus, jointly, multiple ice core time series with different irregularities are temporally misaligned. The δ18O and date records for all consecutive sections are presented in Fig. 1, along with boxplots of the age increments 1.

Since the δ18O measurements have continuous support and are irregular in time, we use the empirical semivariograms to investigate their temporal variability. This involves calculation of half of the squared differences of all components. An age difference value of 80.6 yr between roughly 1320 and 1400 cal yr BP has been omitted in this figure to focus on other significant features of this plot.

1
In this section we outline our notation and describe our model for multiple misaligned irregular time series data. We show how to perform fast Bayesian inference on the parameters of this model without resorting to Markov chain Monte Carlo methods. Subsequently, we describe two efficient algorithms for imputation of a latent process of interest onto a time grid. One algorithm is simulation-free computation of posterior marginals and the other involves simple Monte Carlo simulation from posterior joint distributions.

3 Joint modelling and Bayesian inference

In this section we outline our notation and describe our model for multiple misaligned irregular time series data. We show how to perform fast Bayesian inference on the parameters of this model without resorting to Markov chain Monte Carlo methods. Subsequently, we describe two efficient algorithms for imputation of a latent process of interest onto a time grid. One algorithm is simulation-free computation of posterior marginals and the other involves simple Monte Carlo simulation from posterior joint distributions.

3.1 A three-layer hierarchical statistical model

We consider a hierarchical model comprised of the data, process and parameter layer. At the data layer, \( z(t_{c,i}) \) are unobserved \( \delta^{18}O \) values in core \( c = 1, \ldots, m \) at time \( t_i; i = 1, \ldots, n_c \). When they are observed, the instrumentation is such that

\[
y(t_{c,i}) = z(t_{c,i}) + v(t_{c,i}).
\]

(1)

Here, the terms \( y(t_{c,i}) \) denote the observations. There are \( N = \sum_{c} n_c \) observations in total; we use \( y \) to denote these, and \( y_{c} \) for observations in core \( c \) only. The terms \( v(t_{c,i}) \) are
The unusual values correspond to very large differences in consecutive pairs of δ¹⁸O values.

At a process layer, we express

\[ z(t_c) = y(t_c) + w(t_c), \]

where \( w(t_c) \) reflects micro-scale, annual-level variations and is modelled by a white noise process, independently across cores, having common \( \text{Var}[w(t_c)] = \sigma_w^2 \). The process \( x(t_c) \) may be thought of as driven by climate and thus slowly changing. We propose to model it as a continuous-time, independent increments process with increment variance such that, for each core, \( \text{Var}[x(t_c) - x(t_c-h)] = v^2|h| \), i.e. having a linear semivariogram with no nugget effect. Consequently we have

\[ y(t_c) = x(t_c) + w(t_c) + v(t_c) := x(t_c) + \epsilon(t_c). \]

Here \( \epsilon(t_c) \sim \mathcal{N}(0, \sigma_{\epsilon}^2) \), with \( \sigma_{\epsilon}^2 = \sigma_{w}^2 + \sigma_v^2 \), and the core-specific variance component \( \sigma_{\epsilon}^2 \) is the annual-level nugget effect at core \( c \).

In Sect. 2, we argue that the linear semivariogram is a suitable model for both ice core data sets. More formally, each is consistent with a generating process which is the sum of (i) an underlying independent increments continuous-time process with semi-variance proportional to lag; and (ii) a white noise process, manifest in the intercept or nugget effect which is dominated by \( \sigma_{\epsilon}^2 \). For our application, the measurement processes differ for each core. In particular, both involve averaging a section of core. The chief implication of this is that the nugget effects differ in proportion to the time durations associated with the sections. We can reparameterise so that there is only one nugget term \( \sigma_{\epsilon}^2 \) for one of the cores, with the other having a different nugget which is a multiple of this value, i.e., \( \sigma_{\epsilon}^2 = k \sigma_{\epsilon}^2 \) for a positive known core-specific value \( k \) based on the ratio of the measurement periods. For GRIP and GISP2, we set this constant to be the ratio of average supports of 0.275. We outline this choice in more detail in Appendix A.

The \( x \) increments at different cores will be highly correlated since the cores themselves reflect climate at nearby locations. In vector form, \( x \) is the multivariate latent process for all cores at all times, and \( x(t) \) represents all the cores at time \( t \); we write

\[ x(t+h) - x(t) \sim \mathcal{N}(0, v^2|h| \Sigma), \]

where \( v^2 \) is the common variance of an increment per unit time, and \( \Sigma \) is an \( m \times m \) matrix which controls the strength of the relationship of data across the cores. The multivariate process in Eq. (4) forms the basic model underlying our joint approach.

To complete the hierarchical modelling structure, prior distributions are assigned to the model parameters. We use reference priors on \( v^2, \sigma^2 \) so that \( \pi(v^2) \propto v^{-2} \) and \( \pi(\sigma^2) \propto \sigma^{-2} \). When there are two cores, we model \( \Sigma \) as

\[ \Sigma = \begin{pmatrix} 1 & \rho \\ \rho & 1 \end{pmatrix}, \]

where \( \rho \) is the correlation coefficient; see also Appendix B for more details on this choice. Since temperature processes at nearby locations always have (strongly) positively correlated increments, we set 0.5 and 1 as the acceptable range for \( \rho \). Furthermore, we assign a flat prior on its logit transformation so that it has values on the real axis. Hereafter the unknown parameters in our model are written as \( \theta = \{v^2, \rho, \sigma^2\} \).

### 3.2 Imputation at a regular time grid

Our objective, given \( y \), is to provide imputed values of \( \delta^{18}O \) for all cores on a regular time grid denoted by \( t_g = \{i \Delta; i = 1, \ldots, n_g\} \). These values will be proposed below as expected values of suitable random variables, conditional jointly on \( y \). Our contribution in this paper is to focus on joint conditioning, in contrast to conditioning on data \( y_c \) in a single core, and on the issues of uncertainty that arise when the various parameters above are themselves only available through statistical inference.

There are two choices of random variables for imputation. We could focus on \( E[z(t_c)|y] \) or \( E[x(t_c)|y] \) for each core \( c \) and time \( t \in t_g \). Both are legitimate targets of interest, and their computations are equally straightforward. In this paper we choose the latter; see Eq. (10). Given the parameters appropriate to our data, and in particular that \( \sigma_{w_c}^2 \gg \sigma_v^2 \), there will be little difference between them, except for cases where a time grid effectively coincides with a time of an observation, and for the corresponding core only. The associated variances, \( \text{Var}[z(t_c)|y] \) and \( \text{Var}[x(t_c)|y] \), will however differ; conditional on the parameters, this difference will be approximately \( \sigma_{w_c}^2 \).
3.3 Bayesian inference and computation

Our later mathematical derivations are substantially simplified by defining

1. $t_o$ as the sorted set of all observed times at all cores, i.e. $t_o = \text{sort}\{t_{c,1}, t_{c,2}, \ldots\} = \{t_1, t_2, \ldots, t_n\}$, where $n$ is the total number of unique time points of observations across all cores.

2. $y_o(t_{c,i})$; $c = 1, \ldots, m$ whose values coincide with the $y(t_{c,i})$ values when core $c$ has an observation at $t_i$ and whose values are missing otherwise; there is typically one such core for each $t_i$. Let $y_o$ denote the set of all such vectors.

This is simply a technical “notational trick”; the vectors $y$ (length $N$) and $y_o$ (length $mn$) contain the same information. The objective is to use this information, together with a hierarchical model of the continuous-time multivariate stochastic process $x$, to impute its values on $t_o$. We shall refer to $y$ and $x$, defined on $t_o$ as $y_o$ and $x_o$. Moreover, we let $x_o$ be the latent multivariate process $x$ defined on $t_o$.

### 3.3.1 Posterior distributions

In our new notation we can rewrite some of the equations discussed in Sect. 3.1 in their compact matrix form. For instance, Eq. (3) can be written as $y_o | x_o, \sigma_o^2, k \sim \mathcal{N}(x_o, Q_o^{-1})$. Here, $k$ is a vector of constants associated with the change in the support of the measurements across different cores, i.e. $k = \{k_1, \ldots, k_m\}$. Furthermore, $Q_o$ is a diagonal precision matrix with entries zeros where there are no data, and $(k_i \sigma_o^2)^{-1}$ corresponding to a core $c$ at times with data. This is the notation trick we previously introduced to allow us to write all vectors and matrices in clear order of time and ice core identity. Note that no computation is necessary for components that do not represent data.

Similarly, Eq. (4) has the form $x_o | v^2, \Sigma \sim \mathcal{N}(0, Q_o^{-1})$. Here, $Q_o = \mathbb{Q}_0 \otimes v^2 \Sigma^{-1}$ is an inverse of the separable space-time covariance matrix (Cressie and Wikle, 2011, Chap. 6.1). More specifically, it is a Kronecker product of $Q_o$, the precision matrix of an independent increment process for irregular time series as discussed in Rue and Held (2005, Sect. 3.3), and the cross-covariance matrix $v^2 \Sigma$.

Let $\pi$ denote a probability distribution function; the full posterior of our model is

$$\pi(x_o, \theta | y_o, k) \propto \pi(y_o | x_o, \sigma_o^2) \pi(x_o | v^2, \Sigma) \pi(\theta)$$

$$\propto |Q_o|^{-\frac{1}{2}} \exp\left(-\frac{1}{2}(y_o - x_o)^T Q_o (y_o - x_o)\right)$$

$$|Q_o|^{-\frac{1}{2}} \exp\left(-\frac{1}{2}x_o^T \hat{Q}_o x_o\right) \pi(\theta)$$

$$\propto \mathcal{N}(x_o; \mu_o | y_o, Q_o^{-1}) |Q_o^{-1}|^{-\frac{1}{2}} |Q_o|^{-\frac{1}{2}} \exp\left(-\frac{1}{2}y_o^T \hat{Q}_o (\mu_o - y_o)\right) \pi(\theta).$$

Here $|Q_o| = |v^2 \Sigma|^{-(n-1)}$, $Q_o y_o = Q_o x_o + Q_o$, and $\mu_o y_o$ is the solution to $Q_o y_o \mu_o = Q_o y_o$. Consequently, $x_o$ can be analytically integrated out of $\pi(x_o, \theta | y_o)$, yielding $\pi(\theta | y_o)$, before further computation. Hence, our inference procedure comprises two separate stages as follows.

#### 3.3.2 Inference stage 1: simulation-free computation of model parameters

Initial inference is focused on $\pi(\theta | y_o)$. We begin with an optimisation routine on the logarithm of $\pi(\theta | y_o)$ to locate the mode $\hat{\theta}$ and the Hessian matrix evaluated at $\hat{\theta}$; the latter is asymptotically the precision matrix for $\hat{\theta}$. This information will be used as a guide to explore the parameter space of $\pi(\theta | y_o)$ via a search strategy proposed by Rue et al. (2009, Sect. 3.1). We approximate the continuous distribution for $\theta$, namely $\pi(\theta); \theta \in \Theta$ by the discrete distribution $\pi(\theta_j); \theta_j \in \Theta_j; j = 1, \ldots, J$. Here, $\Theta$ and $\Theta_j$ are, respectively, continuous and discrete parameter spaces. Specifically, the latter will be used as a Riemann sum approximation to analytical integrations. For instance, the normalising constant can be discretely evaluated when there are few parameters, i.e.

$$\pi(y_o) = \int \pi(y_o | \theta) \pi(\theta) d\theta \approx \sum \pi(y_o | \theta_j) \pi(\theta_j) \Delta \theta_j.$$

#### 3.3.3 Inference stage 2: imputation

Our next goal is to derive the joint posterior distribution of $x_o$ given all observations. We repeat the aforementioned notational trick by letting the star notation denote the processes defined at both the unique (and sorted) observed times and grid, i.e. $y_o = (y_o^T, y_o^{\prime T})$ and $x_o = (x_o^T, x_o^{\prime T})$. The problem becomes that of evaluating

$$\pi(x_o | y_o) = \int \pi(x_o | y_o, \theta) \pi(\theta | y_o) d\theta.$$

Derivation of the first quantity in the above integrand is, again, by completing the quadratic form as in Eq. (6). The second quantity is effectively $\pi(\theta | y)$, the joint posterior distribution of the model parameters previously derived in Sect. 3.3.2. Importantly, the discrete approximation of the
latter renders as summations the integrals that arise in Eq. (7), i.e.

\[ \pi(x_*|y_*) \approx \sum_{\Theta_j} N(x_*; \mu_{x_*|y_*}(\theta_j), Q_{x_*|y_*}(\theta_j)) \pi(\theta_j|y_*) \Delta \theta_j, \]

where \( \mu_{x_*|y_*} \) and \( Q_{x_*|y_*} \) are the posterior mean and precision of \( (x_*|y_*, \theta_j) \). We write \( \mu_{x_*|y_*}(\theta_j) \) and \( Q_{x_*|y_*}(\theta_j) \) to emphasise that they are the functions of \( \theta_j \). Thus, \( \pi(x_*|y_*) \) is a Gaussian mixture over the posterior samples \( \Theta_j \) with weights \( \alpha_j = \pi(\theta_j|y) \Delta \theta_j \) already computed in the first inference stage. Moreover, since the posterior joint marginal distribution is a finite mixture of Gaussian distributions, a posterior marginal of the \( l \)th element at a specific core corresponding to a time point is a finite mixture of Gaussian distributions. Therefore, it follows that

\[ \pi(x_*(l)|y_*) \approx \sum_{\Theta_j} N(x_*(l); \mu_{x_*|y_*}(\theta_j), \tau_{x_*|y_*}(\theta_j)) \alpha_j, \]

where \( \mu_{x_*|y_*}(\theta_j) \), conditional on the sample value \( \theta_j \), is the \( l \)th element of the corresponding core identity from \( \mu_{x_*|y_*} \). Similarly, each conditional posterior variance \( \tau_{x_*|y_*}(\theta_j) \) is the \( l \)th element of the core identity represented in the diagonal of the covariance matrix. In fact, the latter can be computed efficiently from the precision matrix \( Q_{x_*|y_*} \) without having to perform matrix inversion (Rue and Martino, 2007, Sect. 2). We also emphasise that although there are many computations with large (sparse) matrices, such as solving equations, Cholesky decomposition, etc., we only have to do this \( J \) times. The fact that all of the matrices are sparse and can be efficiently stored and computed as band matrices presents a further huge reduction in the computation cost.

### 3.4 Comparison of data products obtained from posterior marginals and joint distribution

The joint and marginal predictive distributions in Eqs. (8) and (9) are the source of any imputations proposed in Sect. 3.2. For example, an imputed value corresponding to the distribution in Eq. (9) is

\[ E(x_*(l)|y_*) = \sum_{\Theta_j} \mu_{x_*|y_*}(\theta_j) \alpha_j. \]

This estimate is thus a linear combination of all the data available. It is optimal given the covariance structure and robust to uncertainties in that covariance structure by being Bayesian and including posterior uncertainty in the parameters. More generally, posterior means are a summary of posterior marginal distributions. Calculations of other pointwise summarised statistics such as median, modes, variance, quantiles, etc., are also straightforward. However, unaccompanied by appropriate measures of uncertainty, such summaries are of limited value as a basis for serious statistical research, for these are “pointwise confidence intervals and are not confidence curves for the entire sample path” (McShane and Wyner, 2011). That is to say, although the gridded values are jointly based on all the available observations, the joint conditional uncertainty of the unobserved process histories is not available from pointwise uncertainties. One simple consequence is that uncertainties for changes between different times are not available, for these minimally require covariances, even in a simple case in which posterior marginals are themselves Gaussian distributions. It is worth noting that our posterior marginals in Eq. (9) are generally non-Gaussian.

A greater challenge is posed from investigations of extreme events such as minima and their timing. These are examples of non-linear functional of \( x_g \). Probability distributions of such events are generally not available from posterior marginals at each time point separately (Li et al., 2007; Tingley and Huybers, 2013). Instead, simulations based on the joint posterior distribution (Eq. 8) at all arbitrary time points provide a statistically consistent and easily interpreted probabilistic statement of any functionals of \( x_g \). Each such simulation represents an equally probable history of \( x_g \) that is statistically consistent with the model and data. Moreover, pointwise summaries such as posterior means are simply an average of all the possible histories. We emphasise that, although a posterior mean on its own is not useful for answering the interesting questions discussed herein, it is of course more efficiently computed from its analytical expression as discussed in Eq. (10).

For brevity, we use Table 1 to illustrate an example of two \( \delta^{18}O \) histories from one core on a grid of 5 k yr between times 0 and 10 k cal yr BP. The histories, each of length 3, represent independent realisations from a Gaussian mixture. Specifically, they are simulated from \( \pi(x_*|y_*, \theta) \), with parameters \( \theta \) being a sample from \( \pi(\theta|y_*) \); both distributions are components of the integral (Eq. 7) or its approximation (Eq. 8). The functionals of interest can then be directly computed for each process history and summarised. In this paper we focus on the distributions of random variables \( x_{\text{min}} = \min_t x(t) \) and \( t_{\text{min}} = \arg\min_t x(t) \), being respectively the minimum value and the time at which this minimum was achieved. We return to this in Sect. 4.2.

A more complete version of this approach uses 1000 histories. For generality we compute conditional quantiles at time grid \( t_g \) and use pointwise credible intervals to quantify the uncertainty of our imputations.

### 4 Results

In this section we apply the model framework and inference procedures presented in Sect. 3 to analyse the Greenland ice core data sets described in Sect. 2. Section 4.1 presents the parameter estimates and associated data products. It compares the uncertainty levels between different data products to illustrate the advantage of joint modelling under the Bayesian framework. Section 4.2 uses a case study to address
Table 1. Illustration of process histories of length 3 on a time grid of 5 kyr intervals. For each sample, we simulate the parameters from a joint posterior distribution, followed by a realisation of the latent process \( x^g \). Two examples of non-linear functionals of \( x^g \) are displayed in the last two rows.

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Sample 1</th>
<th>Sample 2</th>
<th>…</th>
</tr>
</thead>
<tbody>
<tr>
<td>Time</td>
<td>(0.2, 0.8, 0.4)</td>
<td>(0.3, 0.9, 0.5)</td>
<td>…</td>
</tr>
<tr>
<td>Minimum</td>
<td>0</td>
<td>-34.3</td>
<td>-34.7</td>
</tr>
<tr>
<td>Time of minimum</td>
<td>5</td>
<td>-35.0</td>
<td>-34.2</td>
</tr>
</tbody>
</table>

The “spikes” (e.g. 0, 1.36, 3.4, and 8.2 k cal BP in GISP2) in Fig. 6 are a direct implication of either the associated age gaps or abrupt changes in the \( \delta^{18}O \) measurements, or both. Specifically at 8.2 k cal yr BP, the spikes are more influenced by abrupt changes in the \( \delta^{18}O \) measurements. In general, all of these spikes are higher and sharper in the separate models, in comparison to the joint model. The reverse happens around 1.4 k cal BP in GRIP. This is a direct consequence of the (lack of) data points from the other core (GISP2) in that period. Finally, we note that the IQR in all cores – in both the separate and joint settings – slightly increases with time. This occurs because temporal resolution decreases when the cores are sampled over sections of identical lengths.

Although this is not a full uncertainty comparison of our method with other methods – for neither standard deviations nor IQR are available – it suggests that these ignore valuable information by treating each core separately.

4.2 Case study: the 8.2 ka event

In this subsection, we discuss the 8.2 ka event, a sudden reduction in North Atlantic temperature during a period of relatively low temperature. We compare our results (labelled as DPH) with those from Stuiver and Grootes (2000), see also http://depts.washington.edu/qil/datasets/ and Morgenstern (2001, see also http://www.gfy.ku.dk/~www-glac/data/gripdelta.dat), labelled as SG and M respectively. The construction of SG is “based on averaging the measurements of samples of shorter duration”, and M has been similarly sampled with respect to SG’s timescale. The set of posterior imputed values from DPH can be seen to be much smoother than both SG and M because the nugget is so much larger. For both SG and M, the nugget is assumed to be the measurement error, which is set very small. As we previously discussed in Sect. 3.1, our nugget comprises both the measurement error and micro-scale variation. Our choice removes the variation due to both sources of variation, resulting in a smoother latent process.
around 8.2 ka cal yr BP. This event is associated with a transient change in the North Atlantic overturning circulation. Consequently, the amount of evaporated water in the ocean that became ice in Greenland is amongst its best sources of evidence. The date corresponding to the local minimum of the averages is not a satisfactory estimator of the time of such event. We propose to use our data product, the $\delta^{18}O$ sampled histories from the joint posterior distribution of $x_g$, to illustrate a satisfactory approach.

**Figure 5.** Plots of quantile-based 50 and 95 % credible intervals of the marginal posterior distributions of process $x_g$ on a bidecadal time grid over the period of 0 to 11 ka cal BP conditional on both GISP2 and GRIP. We also show the bidecadal data product reported in Stuiver and Grootes (2000, SG) and Mogensen (2001, M).

**Figure 6.** Plots of the interquartile ranges (IQR; corresponding to the width of the 50 % credible band in Fig. 5) of the marginal posterior distributions of $x_g$ on a bidecadal time grid over the period of 0 to 11 ka cal BP at cores (a) GISP2 and (b) GRIP. The main features from these plots are that (i) interquartile ranges of the separate models are always higher than those of the joint model; (ii) the gaps of the differences in (a) are consistently larger than those in (b); (iii) there are several spikes; and (iv) a slight tendency for increased IQR further back in time. See the text for a detailed discussion.

Like others in the literature, we define the 8.2 ka event by an attainment of a minimum in the temperature value during a specific time period (Thomas et al., 2007). In this study, we focus on the period between 7.90 and 8.50 ka cal yr BP that is believed to bracket the 8.2 ka event, to distinguish it from the possible long-term climate trend (Morrill and Jacobsen, 2005). Using the procedure discussed in Sect. 3.4, we obtain a summary for 1000 minima of the $\delta^{18}O$ histories as represented in Fig. 7. We estimate the interquartile ranges of the timing of the event from both cores to be (8.12, 8.16, 8.18) ka cal yr BP. Our findings are consistent with previous studies reported elsewhere, but no quantification of the uncertainty has previously been attempted; see, for instance, Thomas et al. (2007) and Kobashi et al. (2007).

Monte Carlo samples from joint posterior distributions thus provide a flexible data product in its own right. Indeed, in climate reconstruction, this is precisely as proposed by Tingley et al. (2012). Our $\delta^{18}O$ histories can be utilised to investigate other interesting climate events (Wanner et al., 2011). The use above for minima and timings of minima herein is illustrative; any function of the process may be studied, conditional on the data.

**Figure 7.** (a) Boxplots of the minima and (b) times of the minima from GISP2 and GRIP over the range of 7.9 to 8.5 ka cal yr BP. The interquartile range of the timing of the event from both cores is (8.12, 8.16, 8.18) ka cal yr BP. All estimates are based on 1000 process histories.

5 Conclusions

We have presented a hierarchical model to jointly analyse multiple irregular time series. An important component of our model is the Gaussian Markov assumption based on multivariate independent increments that gives us a natural vehicle for joint modelling. We further derived and implemented a fast algorithm for parameter inference and imputation based on this model. We demonstrated that the joint approach utilises information from multiple time series more efficiently than one-series-at-a-time alternatives.

Our paper has been tailored to creating a climate data product from Greenland ice cores. Our proposed framework is simple but useful to combine and mix multiple ice core time series, allowing each series to have a different temporal support. To the best of our knowledge, this work is a first attempt at directly addressing the joint behaviour of multiple
ice cores in their raw and misaligned form. Like others in the literature, we are proposing the use of linear combinations of all the data available to perform imputation. Ours is optimal given the covariance structure and robust to uncertainties in that covariance structure by being Bayesian and including posterior uncertainty in the parameters. Our data products, in the form of non-Gaussian posterior predictive distributions, are richer than what have been previously possible. More importantly, our process histories can easily be utilised by other researchers to answer complex questions that are otherwise analytically intractable. This advantage was demonstrated using a case study of an abrupt climate change event.

We believe this to be an initial attempt at joint palaeoclimate inference, upon which other work can build. Some parameters in our model were formulated according to the respective lengths of ice core sections. This approach is likely to be problematic in the study of sections longer than the Holocene. A more realistic approach is to allow the value of $k_c$, as introduced in Sect. 3.1 and derived in Appendix A, to vary according to the empirical ratios of the supports of associated ice sections. We also envisage extension of our hierarchical model structure to incorporate uncertainty in the timescale, in the spirit of the approach recently discussed by Parnell et al. (2015). More generally, since this paper is a proof-of-concept building on the well-established ground of space–time modelling, our model can be immediately extended to a wide class of spatio-temporal process, for instance, by modifying Eq. (4).
Appendix A: Implication of different supports in the measurements

In this appendix we discuss our treatment for the process variance and nugget via the change of support theory. More specifically, we examine the change in the theoretical semivariogram when there is a change in the underlying support of the data. Without loss of generality, we suppose that the data process $y$ can be modelled by a noisy univariate independent increments process with a theoretical linear semivariogram of the form $\hat{\sigma}^2 + \frac{1}{2} \sigma^2 |h|$ where the nugget $\hat{\sigma}^2$ is the intercept, the process variance $\sigma^2$ is twice the slope value, and $h$ is an arbitrary time lag. We create the new process $\tilde{y}$ on a new support by averaging $y$ at every non-overlapping $w$ “window” of time. We are interested in the relationship between the semivariogram of $y$ and that of $\tilde{y}$.

If $y$ is a pure nugget process, it is easy to show that the semivariogram of the averaged process is $\frac{1}{w} \hat{\sigma}^2$ when $|h| \geq w$ and $\frac{\hat{\sigma}^2}{w^2}$ when $|h| < w$. For the independent increments case, this is $\frac{1}{2} \sigma^2 |h| - \frac{w^2}{6}$ when $|h| \geq w$ and $\frac{\sigma^2 |h|}{2w} - \frac{\sigma^2 h^3}{6w^3}$ when $|h| < w$. We refer to Chiles and Delfiner (2012, Chap. 2.4) for the technical details of the aforementioned results. In practice, the only lags available for semivariogram calculation are $|h| \geq w$. Thus, for a process that both has the nugget and independent increments, the implication is twofold. First, $y$ and $\tilde{y}$ share the same process variance $\sigma^2$. Second, their nugget parameters are (approximately) directly proportional. This approximation affects the semivariogram near the origin, where we use the linear function to account for the true cubic. From the analytical expression it can be seen that the accuracy of the approximation depends on the value of $w$, and the relative difference between $\hat{\sigma}^2$ and $\sigma^2$. It is re-emphasised that for both GISP2 and GRIP, $\hat{\sigma}^2$ dominates $\sigma^2$, as seen in Fig. 2.

If we assume that the nugget effect is at an annual level (denoted as $\sigma^2_{\text{annual}}$), then the nuggets for GISP2 and GRIP are, respectively, $\sigma^2_{\text{GISP2}} = \sigma^2_{\text{annual}}$ and $\sigma^2_{\text{GRIP}} = \sigma^2_{\text{annual}}$, where factors $w$ denote the time support for each series. We can reparameterise in terms of $\sigma^2 = \sigma^2_{\text{GISP2}}$ such that $\sigma^2 = \sigma^2_{\text{GISP2}} = \sigma^2_{\text{GRIP}} = \sigma^2_{\text{GISP2}} = \sigma^2_{\text{GRIP}}$, corresponding to their respective length of support. This value is also consistent with the descriptive statistics of the age increments, as represented in Fig. 1c. Each section, being 200 and 55 cm in length respectively for GISP2 and GRIP, is negligible compared to the total length of the complete ice core, which is about 3 km (approximately 1.6 km of which covers the Holocene period). Thus we feel that this is a reasonable approximation.

Appendix B: Model choice for the cross-covariance

In this appendix, we discuss the model choice for $\Sigma$ within the context of our application by comparing it with alternative models and choosing the best among them. Let $M_1$ denote the model with covariance (Eq. 5) for $\Sigma$. This covariance structure assumes equal variance of increments across the cores.

To formally measure the benefit of joint modelling, we compare model $M_1$ with $M_2$, which has covariance that ignores cross-correlation between cores. In fact, $M_2$ has been informally introduced in Sect. 4. It comprises of two separate models, one for each core. We have demonstrated, via Fig. 6, that the joint model utilises information from both cores more effectively than the separate models.

We further propose $M_3$, which has a covariance that assumes varying variances for different cores as follows:

$$\Sigma_a = \begin{pmatrix} 1 & \rho \sqrt{a} \\ \rho \sqrt{a} & a \end{pmatrix}.$$  \hspace{1cm} (B1)

We assign a reference prior for $a$. Its marginal posterior distribution is shown in Fig. B1. Its mode centres around 1, while the marginal posteriors for other parameters in model $M_1$ (not shown here) are practically the same as those in model $M_1$ previously shown in Fig. 4. The results suggest that the common variance assumption in model $M_1$ is most suitable for GISP2 and GRIP. Model $M_3$ is essentially a more conservative version of $M_1$, but such an extension may not be necessary when we take into account the additional computational cost associated with an extra hyperparameter. Finally, Table B1 provides further evidence that the extra parameter can be made redundant, as the Bayesian information criterion (BIC) of Schwarz (1978) suggests that $M_1$ is superior to $M_3$.  

<table>
<thead>
<tr>
<th>Model</th>
<th>Covariance structure</th>
<th>$-2\log L$</th>
<th>Penalty</th>
<th>BIC</th>
</tr>
</thead>
<tbody>
<tr>
<td>$M_1$</td>
<td>$\begin{pmatrix} 1 &amp; \rho \ \rho &amp; 1 \end{pmatrix}$</td>
<td>44998</td>
<td>25</td>
<td>45023</td>
</tr>
<tr>
<td>$M_3$</td>
<td>$\begin{pmatrix} 1 &amp; \rho \sqrt{a} \ \rho \sqrt{a} &amp; a \end{pmatrix}$</td>
<td>44998</td>
<td>33</td>
<td>45031</td>
</tr>
</tbody>
</table>

Figure B1. Plot of the smoothed marginal posterior distribution of the parameter $a$ in the covariance matrix of model $M_3$ described in Appendix B. The mode is roughly 1, which suggests that $a$ is redundant.
Appendix C: Model validation

As a final model checking step, we determine whether the parameters in our model are identifiable or not. We do this by simulating model parameters \((v^2, \rho, \sigma^2)\) based on the results of the data analysis of Greenland ice core, thence the latent bivariate process \(x\) and consequently artificial data \(y\). We partially average the sequences so as to match the change in support that occurs in our ice core example. We then fit the model as described in Sect. 3, and determine whether the 50 and 90 % posterior intervals contain the true values. We repeat these steps 1000 times, and count up the proportion of occurrences where the intervals contain the true values. A properly calibrated and identifiable 50 % interval should contain the true value 50 % of the time, and similarly with the 90 % interval.

The results of our simulations are shown in Table C1. As can be seen, the intervals contain slightly fewer than the desired proportion of true values, so our posterior intervals are over-precise. However, this effect appears small, and the model seems generally identifiable.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Proportion inside 50 % CI</th>
<th>Proportion inside 90 % CI</th>
</tr>
</thead>
<tbody>
<tr>
<td>(x)</td>
<td>51 %</td>
<td>89 %</td>
</tr>
<tr>
<td>(v^2)</td>
<td>48 %</td>
<td>88 %</td>
</tr>
<tr>
<td>(\rho)</td>
<td>49 %</td>
<td>90 %</td>
</tr>
<tr>
<td>(\sigma^2)</td>
<td>48 %</td>
<td>90 %</td>
</tr>
</tbody>
</table>
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